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A B S T R A C T

Meshfree methods based on radial basis functions (RBFs) are of general interest for solving partial differential equations (PDEs) because they can provide high order or spectral convergence for smooth solutions in complex geometries. For global RBF methods, one of the major disadvantages is the computational cost associated with the dense linear systems that arise. Therefore, this paper is currently directed toward localized RBF approximations known as the RBF partition of unity (RBF-PU) method for partial integro-differential equation (PIDE) arisen in option pricing problems in jump–diffusion model. RBF-PU method produces algebraic systems with sparse matrices which have small condition number. Also, for comparison, some stable time discretization schemes are combined with the operator splitting method to get a fully discrete problem. Numerical examples are presented to illustrate the convergence and stability of the proposed algorithms for pricing European and American options with Merton and Kou models.

1. Introduction

The Black–Scholes [1] and stochastic volatility models [2] are examples of diffusion models, where the sample paths of the process are continuous. Stochastic volatility models are able to generate heavy tails in the return distribution for larger time intervals, which is a result of the accumulation of small moves over a sufficiently long time. However, large sudden changes under diffusion models are next to impossible. The addition of jumps into the model generates heavy tails in returns for short time intervals, and allows large sudden changes in the underlying asset. This is particularly important from a risk management perspective, since the implication is that large losses are possible even in a short time interval. Similarly, as in the case of stochastic volatility, markets under jump–diffusion models are incomplete.

It is recognized that the assumption of log normal stock diffusion with constant volatility in derivation of Black–Scholes model for pricing option is not consistent with real stock price behavior. Jumps are regularly observed in the discrete movement of stock price and these jumps cannot be captured by the log normal distribution characteristic of the stock price in the Black–Scholes model. Therefore an alternative model is necessary to overcome these issues. To resolve these issues several models have been proposed in the literature. Among these, the jump–diffusion model introduced by Merton [3] and Kou [4] is one of the most used model. Merton proposed a log-normally distributed process for the jump-amplitudes, while Kou suggested logdouble-exponentially distributed process. These models have finite jump activity, unlike the more general...
approach with possibly infinite jump activity proposed in [5]. Another approach is to consider stochastic volatility models with jumps. The model proposed by Bates in [6] with jumps only in the value of the underlying asset is an example of such an approach. More general jump–diffusion models with stochastic volatility are considered in [7], for example.

In a pricing model where the underlying asset follows a Markov process with infinitesimal generator $\mathcal{L}$, the value $V(t, S)$ as a function of the time $t$ and the underlying asset price $S$ solves Kolmogorov backward equation

$$\frac{\partial V(t, S)}{\partial t} + \mathcal{L}V(t, S) = 0$$

with appropriate boundary conditions which describe the payoff of the option. In the case of the Black–Scholes model, this pricing equation reduces to the Black–Scholes partial differential equation whose analytical solution leads to the famous Black–Scholes formula. When the random evolution of the underlying asset is driven by a Lévy process or more generally a time inhomogeneous jump–diffusion process, the operator $\mathcal{L}$ is an integro-differential operator, expressed as the sum of a second-order differential operator and an integral operator, and Eq. (1) becomes a partial integro-differential equation [8].

Except in the Black–Scholes model with constant volatility, solutions to option pricing problems are not known analytically in general and require numerical methods. A variety of techniques have been proposed to solve pricing equations. In the financial literature several numerical approaches have been proposed for pricing options under both models with stochastic volatility and models with jumps. In particular, in the case of models with jumps, we can mention the paper by Matache et al. [9], where a Galerkin discretization in logarithmic price using a wavelet basis is presented. Also, in [10], they develop an alternating direction implicit (ADI) finite difference method that is shown to be unconditionally stable and, if combined with Fast Fourier Transform (FFT) methods, the method is computationally efficient. An explicit–implicit finite difference scheme is used in [11] to price European and barrier options in jump–diffusion and exponential Lévy Models. In the paper by Forsyth et al. [12], an implicit discretization method is presented for pricing such American options. The jump–diffusion correlation integral term is computed using an iterative method coupled with an FFT while the American constraint is imposed by using a penalty method. In papers by Fang and Oosterlee [13,14], they present a pricing method based on Fourier-cosine expansions for American and European options.

Other numerical methods which we can mention are for examples in [15] authors proposed an unconditionally stable ADI method for its solution. Also, in [16] a fitted finite volume method for jump–diffusion process has been employed. Their method is based on fitted finite volume method spatial discretization and Crank–Nicolson scheme for temporal discretization was developed. Recently in [17,18] authors developed an efficient method for pricing Merton jump–diffusion option, combining the spectral domain decomposition method and the Laplace transform method.

In models with jumps, the non local integral term leads to dense matrices after discretization [11] and efficient numerical methods are required for pricing of complex contracts and for calibration of model parameters. This fact means that fully implicit schemes encounter difficulties such as dense matrix inversions whereas fully explicit schemes impose stability restrictions [19]. For some solutions to this problem in [20,21] authors have used an iterative procedure for solving the discretized equations, and more efficient approaches using implicit–explicit Runge–Kutta schemes which treat the integral term explicitly were later proposed by Cont and Voltchkova in [11] and by Briani et al. [19].

Meshfree methods based on radial basis functions (RBFs) are widely used for solving PDEs because they can provide spectral convergence for smooth solutions in complex geometries. In [22,23], meshfree methods based on RBF approximation have been shown to perform better than finite difference methods for option pricing problems in one and two spatial dimensions. Similar problems have also been solved in [24]. Forward Kolmogorov problems have been solved in [25,26] with promising results. However, all of these papers employ global RBF collocation methods, leading to dense linear systems, and computational costs that become prohibitive as the number of dimensions increase. In order to address the computational cost issues of the global RBF method, we need to introduce locality. An easy way to do that is to use compactly supported RBFs, such as the Wendland functions [27], but then the spectral convergence properties are lost.

Here we take another approach, where the infinitely smooth RBFs are still used in the approximation but over local subregions of the computational domain. The possibility of using RBFs in a partition of unity scheme was mentioned in [28], further discussed in [29], implemented for interpolation on the sphere, in the plane, and in three-dimensional space in [30,31]. RBF–PU method is considered for parabolic PDEs of convection–diffusion type in [32], and stability and accuracy of RBF–PU method are investigated partly theoretically and partly numerically. In [33], we price American options under Heston’s stochastic volatility model using RBF–PU method applied to a linear complementary formulation of the free boundary partial differential equation problem. Also, for pricing options under regime switching model, we applied local RBF method based on finite difference method, and derived an stable and well-conditioned discretized system of equations in [34].

In this paper, we develop a RBF–PU based algorithm for numerically pricing European and American options under jump–diffusion model and study on the accuracy and efficiency of the proposed algorithm. After space discretization by using RBF–PU approximation, for European option, Crank–Nicolson, Leap–Frog (CNLF), Crank–Nicolson, Adams–Bashforth (CNAB) and Backward-difference formula of second order (BDF-2) schemes are employed for time discretization, also for American option these time step schemes are combined with an operator splitting technique [35] which is applied to the linear complementarity problem (LCP). In Section 2, a partial integro-differential equation for pricing European options and a linear complementary problem for pricing the American options are introduced. In Sections 3 and 4, the basics of radial basis functions, the partition of unity method based on RBFs and the convergence results of RBF–PU approximation are presented.
In Section 5, differential and integral operators are introduced to our problem and their discretization are given. In Section 6, time discretization with CNLF, CNAB, and BDF-2 schemes are applied to European options, and these schemes are combined with the operator splitting method for evaluation of American options. The stability of these schemes are also discussed. Finally, in Section 7, the accuracy and efficiency of the proposed method are numerically investigated for European and American put options.

2. Option pricing model

Let \( (S_t)_{t \in [0,T]} \) be the stock price process in financial market on a probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \) with filtration \( \mathcal{F}_t \). Under the assumption of no-arbitrage there exists a measure \( \mathbb{Q} \) equivalent to \( \mathbb{P} \) under which \( (e^{-rT}S_t) \) is a martingale where \( r \) is interest rate. In exponential jump–diffusion models, the stock price process of \( (S_t) \) under \( \mathbb{Q} \) is represented as the exponential of a jump–diffusion process \( S_t = S_0 \exp(rt + X_t) \) where \( X_t \) is a jump–diffusion process defined by

\[
X_t = bt + \sigma W_t + \sum_{i=1}^{N_t} Y_i,
\]

where \( b \) and \( \sigma > 0 \) are real constants, \( Y_i \) are independent and identically distributed random variables, and \( W_t, N_t, \) and \( Y_i \) are mutually independent.

Now, let \( V_t \) be a European put option price process under the risk-neutral measure \( \mathbb{Q} \) defined by

\[
V_t = \mathbb{E}[e^{-r(T-t)}G(S_T)|\mathcal{F}_t],
\]

where \( \mathbb{E}[\cdot] \) is the expectation operator and \( G(S_T) = \max(K - S_T, 0) \) is a payoff function, \( K \) is the strike price, and \( T \) is the time of maturity. By the Markov property, we have the identity \( V_t = V(t, S_t) \), where

\[
V(t, S_t) = \mathbb{E}[e^{-r(T-t)}G(S_T)|S_t = S],
\]

and leads to PIDE

\[
\frac{\partial V}{\partial t}(t, S) + \frac{1}{2}\sigma^2(S) \frac{\partial^2 V}{\partial S^2}(t, S) + rS \frac{\partial V}{\partial S}(t, S) - rV(t, S) = \lambda \int_{-\infty}^{\infty} \left(V(t, Se^y) - V(t, S) - S(e^y - 1) \frac{\partial V}{\partial S}(t, S)\right) f(y) dy = 0
\]

on \([0, T) \times (0, \infty)\), where \( \sigma(t, S) \) is the known local volatility function, and PIDE satisfies the end condition

\[
V(T, S) = G(S), \quad S > 0.
\]

By using transformations \( S = Ke^x \) and \( t = T - \tau \), and let \( u(\tau, x) = V(T - \tau, Ke^x) \) and \( \tilde{\sigma}(\tau, x) = \sigma(T - \tau, Ke^x) \) so computation of the option value requires solving the following PIDE

\[
\frac{\partial u}{\partial \tau} = \mathcal{L}u = \frac{1}{2}\tilde{\sigma}^2 \frac{\partial^2 u}{\partial x^2} + (r - \tilde{\sigma}^2/2 - \lambda\kappa) \frac{\partial u}{\partial x} - (r + \lambda)u + \lambda \int_{-\infty}^{\infty} u(\tau, y)f(y-x) dy
\]

on \([0, T) \times (-\infty, \infty)\) with constant coefficients, and the initial condition

\[
u(0, x) = H(x), \quad \text{for} \ x \in (-\infty, \infty)
\]

where \( H(x) = G(Ke^x) \), \( \lambda \) is the intensity of jumps, \( \kappa = \int_{-\infty}^{\infty} (e^y - 1)f(y) dy \), and \( f(y) \) is a density function.

In this paper, we focus on two popular jump–diffusion models with finite activity, Merton [3] and Kou [4] model. The jump size in Merton model follows a lognormal distribution and for Kou model jump size follows a double exponential distribution. Hence, the density function and corresponding mean are respectively given by

\[
\text{Merton: } f(y) = \frac{1}{\gamma\sqrt{2\pi}} \exp\left(-\frac{(y - \mu)^2}{2\gamma^2}\right), \quad \kappa = \exp(\mu + \frac{\gamma^2}{2}) - 1,
\]

\[
\text{Kou: } f(y) = \gamma_1 e^{-\gamma_1 y} H(y) + (1-p)\alpha_2 e^{\alpha_2 y} H(-y), \quad \kappa = p \frac{\alpha_1}{\alpha_1 - 1} + (1-p) \frac{\alpha_2}{\alpha_2 + 1} - 1
\]

with \( \gamma > 0, \mu \in \mathbb{R}, \alpha_1 > 1, \alpha_2 > 0, 0 < p < 1 \) and \( H(.) \) is the Heaviside function.

The asymptotic behavior of the European put option is defined by

\[
\lim_{x \to -\infty} [u(\tau, x) - (Ke^{-rt} - Ke^x)] = 0, \quad \lim_{x \to \infty} u(\tau, x) = 0.
\]

In the following, we will give a PIDE formulation to price an American option under jump–diffusion model. An American option has the early exercise feature, so the optimal exercise boundary is a free boundary and separates the stopping and
continuation region. Let $V(t, S)$ denote the fair value of an American option at time $t$ if the asset price at that time is $S = S_t$, so $V(S, t)$ satisfies the following free boundary value problem

$$\begin{align*}
\frac{\partial V}{\partial t}(t, S) + \frac{1}{2}(\sigma(t, S))^2 \frac{\partial^2 V}{\partial S^2}(t, S) + rS \frac{\partial V}{\partial S}(t, S) - rV(t, S) \\
+ \lambda \int_{-\infty}^{\infty} \left[ V(t, S^y) - V(t, S) - S(e^y - 1) \frac{\partial V}{\partial S}(t, S) \right] f(y) dy = 0,
\end{align*}$$

where $G(S)$ is the payoff function, and $S_f(t)$ denotes an unknown free moving exercise boundary of the option. Similar to European case, by using transformations $S = Ke^\gamma$ and $t = T - \tau$, and let $u(\tau, x) = V(T - \tau, Ke^\gamma)$ and $\bar{\sigma}(\tau, x) = \sigma(T - \tau, Ke^\gamma)$, so solving (6) and computation of the American option value requires solving the following linear complementary problem (LCP) [36]

$$\begin{align*}
u(\tau, x) - Lu(\tau, x) &\geq 0, \\
u(\tau, x) &\geq H(x), \\
\{u(\tau, x) - Lu(\tau, x)(u(\tau, x) - H(x)) &\geq 0,
\end{align*}$$

for all $(\tau, x) \in (0, T) \times (-\infty, \infty)$, and $Lu(\tau, x)$ and $H(x)$ are defined by (2) and (3).

In this case, we impose in addition the following initial and boundary conditions

$$\begin{align*}
u(0, x) &= H(x), \\
\lim_{x \to -\infty} u(\tau, x) &= K, \\
\lim_{x \to \infty} u(\tau, x) &= 0.
\end{align*}$$

3. RBF approximation

To avoid mesh generation, in recent years meshless techniques have attracted the attention of researchers. In a meshless method a set of scattered nodes is used instead of meshing the domain of the problem. The technique of RBFs is one of the most recently developed meshless methods that has attracted attention of many researchers in recent years. No need for a mesh or triangulation, simple implementation of boundary conditions and dimension independence are the main advantages of RBF methods.

Let $\phi : \Omega \times \Omega \to \mathbb{R}$ be a kernel with the property $\phi(x, y) := \phi(\|x - y\|)$ for $x, y \in \Omega$, and $\| \cdot \|$ is the Euclidean norm. Kernels with this property known as radial functions. In Table 1 some globally supported RBFs are listed which are commonly employed in the literature. The positive constant $\epsilon$ appearing in RBFs is called the shape parameter which dictates the flatness of the radial basis function and also has a key role on the convergence rate of the approximations and the condition number of the coefficient matrices. For more details about basic properties and types of radial basis functions, compactly and globally supported and also their wide applications in scattered date interpolations, the interested reader would be referred to recent works in this topic [37–40].

Now, let $\Omega \subset \mathbb{R}^d$ as a spatial domain, and consider a set of distinct points $X = \{x_1, x_2, \ldots, x_N\}$ in $\Omega$. The RBF interpolant for a continuous target function $u : \Omega \to \mathbb{R}$ known at the nodes in $X$ takes the form

$$s_u(x) = \sum_{j=1}^{N} \lambda_j \phi(\|x - x_j\|).$$

The interpolation coefficients are determined by collocating the interpolant $s_u(x)$ to satisfy the interpolation condition $s_u(x_i) = u(x_i)$ for $i = 1, 2, \ldots, N$. This results in a symmetric system of linear equations

$$A\lambda = u,$$
where the elements of $A$ are $a_{ij} = \phi(\|x_i - x_j\|), \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_N]^T$ (here $^T$ means transpose) and $u = [u(x_1), u(x_2), \ldots, u(x_N)]$. When the points in $X$ are chosen to be distinct and $\phi$ is a positive definite or an order one conditionally positive definite on $\mathbb{R}^d$, the coefficient matrix $A$ is guaranteed to be nonsingular, see [41]. For a nonsingular coefficient matrix $A$, solving (11) for $\lambda$ and substituting in (10) leads to

$$s_u(x) = \Phi(x)A^{-1}u$$

(12)

with $\Phi(x) = [\phi(\|x - x_1\|), \phi(\|x - x_2\|), \ldots, \phi(\|x - x_N\|)]$.

For simple implementation of the boundary conditions for PDEs, it is preferable to express the interpolation in Lagrange form, i.e., using cardinal basis functions. The cardinal basis functions, $\psi_j(x), j = 1, 2, \ldots, N$, have the property

$$\psi_j(x_i) = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \quad i = 1, 2, \ldots, N,$$

leading to the alternative formulation for the interpolant

$$s_u(x) = \Psi(x)u,$$

(14)

where $\Psi(x) = [\psi_1(x), \psi_2(x), \ldots, \psi_N(x)]$.

Comparing (12) and (14), it is clear that the following relation holds between the cardinal basis and the original radial basis:

$$\Psi(x) = \Phi(x)A^{-1}.$$  

(15)

When we approximate a time dependent function $u(t, x)$ that is a solution to a PDE problem, we let $\lambda_j, j = 1, 2, \ldots, N$, be time dependent such that

$$s_u(t, x) = \sum_{j=1}^{N} \lambda_j(t)\phi(\|x - x_j\|), \quad x \in \Omega, \quad t \geq 0,$$

or, equivalently, when using the Lagrange form, we use the interpolant

$$s_u(t, x) = \sum_{j=1}^{N} \psi_j(x)u_j(t) = \Phi(x)A^{-1}u(t).$$  

(16)

By interpolating the initial condition (or a final condition) such that $u(0) = [u(0, x_1), u(0, x_2), \ldots, u(0, x_N)]^T$ we get $s_{u,0}(x) = u(0, x_k)$ for all $k$, while for $t > 0$ we have $u(t) \approx [u(t, x_1), u(t, x_2), \ldots, u(t, x_N)]^T$ and hence $s_{u,t}(t, x_k) \approx u(t, x_k)$ for all $k$.

### 4. Approximation based on RBF-PU method

Approximation based on global RBFs has many advantages but generally it leads to dense and ill conditioned coefficient matrices, hence complexity of computations is expensive. In this section we introduce RBF-PU method which is one of the local methods and put a set of local approximation spaces together to produce a conforming global approximation.

Let $\Omega \subset \mathbb{R}^d$ be a bounded set, and let a covering $\{\Omega_j\}_{j=1}^{M}$ of the region $\Omega$ such that $\Omega \subset \bigcup_{j=1}^{M} \Omega_j$. Also, we define

$$\forall x \in \Omega \quad I(x) := \{j \mid x \in \Omega_j\}, \quad \text{card}(I(x)) \leq K,$$

where the constant $K$ is independent of the number of patches $M$.

**Definition 1.** Let $\Omega \subset \mathbb{R}^d$ be a bounded set. Let $\{\Omega_j\}_{j=1}^{M}$ be an open and bounded covering of $\Omega$. This means all $\Omega_j$ are open and bounded and $\Omega$ is contained in their union. Set $\delta_j = \text{diam}(\Omega_j) = \sup_{x, y \in \Omega_j} \|x - y\|_2$. A family of non-negative functions $\{w_j(x)\}_{j=1}^{M}$ with $w_j(x) \in C^k(\mathbb{R}^d)$ is a $k$-stable partition of unity respect to cover of $\Omega_j$ if:

1. $\text{supp}(w_j) \subseteq \overline{\Omega_j}$
2. $\sum_{j=1}^{M} w_j(x) = 1$ for $x \in \Omega$
3. For every $\alpha \in \mathbb{N}_0^d$ with $|\alpha| \leq k$ there exist a constant $C_\alpha > 0$ such that for all $1 \leq j \leq M$

$$\|D^\alpha w_j\|_{L^\infty(\Omega_j)} \leq \frac{C_\alpha}{\delta_j^{|\alpha|}},$$
The weight functions $w_j$ are constructed by using Shepard’s method [42] as follows:
\[
    w_j(x) = \frac{\phi_j(x)}{\sum_{k \in I(x)} \phi_k(x)}, \quad j = 1, 2, \ldots, M
\] (17)
where $\phi_j(x)$ are compactly supported functions with support on $\Omega_j$. To guarantee non-negativity and compact support in $\Omega_j$, we define in (17)
\[
    \phi_j(x) = \phi \left( \frac{\|x - c_j\|}{r_j} \right), \quad j = 1, 2, \ldots, M,
\] (18)
where $\{c_j\}_{j=1}^M$ and $\{r_j\}_{j=1}^M$ are the centers and radiiuses of the circular, spherical or hyper-spherical patches $\{\Omega_j\}_{j=1}^M$ and where $\phi$ is one of the compactly supported functions with minimal degree described in [27, Corollary 9.14]. Here we consider the Wendland compact supported function [41]
\[
    \phi(r) = (1 - r)^4 (4r + 1),
\]
which belongs to $C^2$ for the construction of the weight functions.

The global approximation function $s_n(x)$, with $x \in \Omega$, to the function $u(x)$ is constructed as
\[
    s_n(x) = \sum_{j=1}^M w_j(x) s_{u,j}(x) = \sum_{j \in I(x)} w_j(x) s_{u,j}(x),
\]
where $s_{u,j}$ are local interpolants such that $s_{u,j}(x_i) = u(x_i)$ for each node $x_i \in \Omega_j$. Then, the global PU approximant inherits the interpolation property, i.e. $s_n(x) = u(x)$. Using the cardinal basis functions (13) the local interpolant $s_{u,j}(x)$ is an RBF-approximant of type (14) on $\Omega_j$.

For time dependent function $u(t,x)$, we construct the global approximant built up from local RBF interpolants of type (16). For $j \in \{1, \ldots, M\}$, let $J(\Omega_j) = \{k \mid x_k \in \Omega_j\}$ be the set of indices of the node points that belong to the patch $\Omega_j$. For such patch $\Omega_j$, the local RBF approximation is given by
\[
    s_{u,j}(t, x) = \sum_{k \in J(\Omega_j)} \psi_k(x) u_k(t)
\]
where $s_{u,j}(t, x_k) = u_k(t)$ for all nodes $x_k \in \Omega_j$ and $\psi_k$ are cardinal basis functions. Hence, in the RBF-PUM, we obtain the global approximant for the time-dependent function $u(t, x)$
\[
    s_n(t, x) = \sum_{j \in I(x)} w_j(x) s_{u,j}(t, x) = \sum_{j \in I(x)} \sum_{k \in J(\Omega_j)} w_j(x) \psi_k(x) u_k(t),
\] (19)

Now, for deriving an error estimation for partition of unity method, we need the following definitions

**Definition 2.** For a bounded region $\Omega$ fill distance on $X = \{x_1, x_2, \ldots, x_N\}$ define as following
\[
    h_{x, \Omega} = \sup_{x \in \Omega} \min_{x \in X} \|x - x_j\|_2,
\]
which can be explained as largest distance that for every $x \in \Omega$ there is one point $x_j$ with this distance.

**Definition 3.** A subdomain $\Omega_j \subseteq \mathbb{R}^d$ satisfies an interior cone condition if there exists an angle $\theta \in \left(0, \frac{\pi}{2}\right)$ and a radius $\gamma > 0$ such that, for all $x \in \Omega_j$, a unit vector $\xi(x)$ exists such that the cone
\[
    C(x, \xi(x), \theta, \gamma) = \{x + \lambda y : y \in \mathbb{R}^d, \|y\|_2 = 1, y^T \xi(x) \geq \cos(\theta), \lambda \in [0, \gamma]\}
\]
is contained in $\Omega_j$.

**Definition 4.** Suppose $\Omega \subseteq \mathbb{R}^d$ is bounded and $X = \{x_1, x_2, \ldots, x_N\} \subseteq \mathbb{R}^d$ are given. An open and bounded covering $\{\Omega_j\}_{j=1}^M$ is called regular for $(X, \Omega)$ if the following properties are satisfied

1. For each $x \in \Omega$, the number of subdomains $\Omega_j$, with $x \in \Omega_j$ is bounded by a global constant $C$,
2. Each subdomain $\Omega_j$ satisfies an interior cone condition,
3. The local fill distances $h_{x_j, \Omega_j}$ are uniformly bounded by the global fill distance $h_{x, \Omega}$.

For each positive definite function $\phi \in C^k(\mathbb{R}^d)$ and each area $\Omega \subseteq \mathbb{R}^d$ there is a function space $N_\phi(\Omega)$, the native Hilbert space [43]. The smoothness of $\phi$ inherited from the native space via $N_\phi(\Omega) \subseteq C^{1,\frac{1}{2}}(\Omega)$. Also, for getting the full approximation order, the weak form of Holder continuity idea is used, and we define space $C_k^t(\mathbb{R}^d)$ as space of all functions such that their derivatives of order $k$ satisfy $D^k u(x) = O(\|x\|_2^t)$ for $\|x\|_2 \to 0$. By using the above definitions the following convergence theorem is derived from [41].
Theorem 1. Suppose $\phi \in C_c^1(\mathbb{R}^d)$ is conditionally positive definite of order $m$, also, let $\Omega \subseteq \mathbb{R}^d$ be open and bounded and $X = \{x_1, x_2, \ldots, x_N\} \subseteq \Omega$. Let $(\Omega_j)_{j=1}^M$ be a regular covering for $(\Omega, X)$ and let $(w_j)_{j=1}^M$ be $k$-stable for $(\Omega_j)_{j=1}^M$. Then the error between $u \in \mathcal{N}_\phi(\Omega)$ and its partition of unity interpolant is bounded by

$$|D^\alpha u(x) - D^\alpha_s u(x)| \leq C_1 h_{x, \Omega}^{\min - |\alpha|} |u|_{\mathcal{N}_\phi(\Omega)}$$

for all $x \in \Omega$ and all $|\alpha| \leq \frac{k}{2}$.

5. Spatial discretization

The first step in this direction is to split the PIDE operator $\mathcal{L}$ into two parts as follows

$$\mathcal{L} u(\tau, x) = Du(\tau, x) + \lambda(Iu(\tau, x) - u(\tau, x)),$$

where $D$ is a differential operator and $I$ is an integral operator defined by

$$Du(\tau, x) = \frac{1}{2} \sigma \frac{\partial^2 u}{\partial x^2} + (r - \frac{\sigma^2}{2} - \lambda \kappa) \frac{\partial u}{\partial x} - ru$$

$$Iu(\tau, x) = \int_{\Omega} u(\tau, y) f(y - x) dy.$$  

To use the RBF-PU approximation for solving a PIDE problem (2), we need to compute the effect of applying a spatial differential operator $D$ at the interior node points. Using Leibniz's rule, a derivative term of order $\alpha$ in the differential operator can be applied to the global approximation (19) as

$$\frac{\partial^{\alpha}|\phi|}{\partial x^\alpha} u(\tau, x) = \sum_{i \in I(\kappa \phi)(\Omega_0)} \sum_{k \in \mathcal{K}(\Omega_0)} \frac{\partial^{\alpha}|\phi|}{\partial x^\alpha} \left[ w_i(x) \psi_k(x) \right] u_k(\tau)$$

$$= \sum_{i \in I(\kappa \phi)(\Omega_0)} \sum_{k \in \mathcal{K}(\Omega_0)} \left[ \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} \frac{\partial^{\alpha-\beta}|\phi|}{\partial x^{\alpha-\beta}} w_i(x) \frac{\partial^{\beta}|\psi_k|}{\partial x^\beta} \right] u_k(\tau).$$  

(20)

For composite linear operators like $D$, we sum up the contributions from each term, and denote the global differentiation matrix under operator $D$ by $D$. 

To approximate the integral operator $I$ numerically, we replace the unbounded domain $(-\infty, \infty)$ for $x$ with a bounded one $\Omega = [x_{\min}, x_{\max}]$ where the values $x_{\min}$ and $x_{\max}$ will be chosen based on standard financial arguments, and zero belongs to $[x_{\min}, x_{\max}]$. So, we divide the integral into two parts on $\Omega$ and $\mathbb{R} \setminus \Omega$, so we have

$$Iu(\tau, x) = \int_{\Omega} u(\tau, y) f(y - x) dy + \int_{\mathbb{R} \setminus \Omega} u(\tau, y) f(y - x) dy.$$  

(21)

We define $R(\tau, x) = \int_{\mathbb{R} \setminus \Omega} u(\tau, y) f(y - x) dy$ and by using the boundary conditions for European put option we can calculate $R(\tau, x)$ by

$$R(\tau, x) = \int_{\mathbb{R} \setminus \Omega} (Ke^{-\tau t} - Ke^{\gamma} f(y - x) dy,$$

where for Merton model we have

$$R(\tau, x) = Ke^{-\tau t} \mathcal{N}\left(\frac{x_{\min} - x - \mu}{\gamma}\right) - Ke^{x + \mu + \frac{\gamma^2}{2}} \mathcal{N}\left(\frac{x_{\min} - x - \mu - \gamma^2}{\gamma}\right).$$

where $\mathcal{N}(\cdot)$ is the cumulative normal distribution, and for Kou model we have

$$R(\tau, x) = K(1 - p)\left(\frac{e^{-\tau r + \alpha_2(x_{\min} - x)}}{\alpha_2} - \frac{\alpha_2}{\alpha_2 + 1} e^{-\alpha_2 x + (\alpha_2 + 1)x_{\min}}\right).$$

For American put option we can calculate $R(\tau, x)$ by

$$R(\tau, x) = \int_{\mathbb{R} \setminus \Omega} (K - Ke^{\gamma} f(y - x) dy,$$

where for Merton model we have

$$R(\tau, x) = K\mathcal{N}\left(\frac{x_{\min} - x - \mu}{\gamma}\right) - Ke^{x + \mu + \frac{\gamma^2}{2}} \mathcal{N}\left(\frac{x_{\min} - x - \mu - \gamma^2}{\gamma}\right).$$
and for Kou model we have

\[ R(\tau, x) = K(1 - p) \left( e^{\alpha_2(x_{\text{min}} - x)} - \frac{\alpha_2}{\alpha_2 + 1} e^{-\alpha_2 \tau + (\alpha_2 + 1)x_{\text{min}}} \right). \]

For approximating \( \int_\Omega u(\tau, y) f(y - x) dy \) we use the classical numerical integration method known as trapezoidal rule by

\[ \int_\Omega u(\tau, y) f(y - x) dy \approx \frac{\Delta y}{2} \left( \sum_{j=1}^{N_x} \omega_j u(\tau, y_j) f(y_j - x) \right) \]

where \( y_j = j \Delta y \) with \( \Delta y = \frac{x_{\text{max}} - x_{\text{min}}}{N_x} \) where \( N_x \) is the number of grids in \( x \) direction, and \( \omega_j = 1 \) for \( j = 1, N_x \) and \( \omega_j = 2 \) for \( j = 2, \ldots, N_x - 1 \). Finally, by using approximate value for the first integral and an exact value for the second integral in (21), the integral matrix under operator \( I \) is derived and denoted by \( \mathbb{I} \).

6. Time discretization

Let \( \{0 = \tau_0 < \tau_1 < \cdots < \tau_M = T, \delta \tau = \tau_m - \tau_{m-1}, 1 \leq m \leq M \} \) as a partition for interval \([0, T]\) and \( \{x_{\text{min}} = x_1 < x_2 < \cdots < x_{N_x} = x_{\text{max}}\} \) be partition of interval \( \Omega = [x_{\text{min}}, x_{\text{max}}] \). To evaluate an European option, let \( \mathbf{U}_m := [u(\tau_m, x_1), u(\tau_m, x_2), \ldots, u(\tau_m, x_{N_x})]^T \) (here \( \top \) means transpose) as an approximate value of the solution which can be obtained by using the following time stepping schemes

- Crank–Nicolson, Leap-Frog (CNLF)
  \[
  \frac{\mathbf{U}_{m+1} - \mathbf{U}_{m-1}}{2} = \delta \tau (\mathbf{D} - \lambda \mathbb{I})(\mathbf{U}_{m+1} + \mathbf{U}_{m-1}) + \delta \tau \lambda \mathbb{I}\mathbf{U}_m
  \] (22)
- Crank–Nicolson, Adams–Bashforth (CNAB)
  \[
  \mathbf{U}_{m+1} - \mathbf{U}_m = \delta \tau (\mathbf{D} - \lambda \mathbb{I})(\frac{\mathbf{U}_{m+1} + \mathbf{U}_m}{2}) + \delta \tau \lambda \mathbb{I}\left(\frac{3\mathbf{U}_m - \mathbf{U}_{m-1}}{2}\right)
  \] (23)
- Backward-difference formula of second order (BDF-2)
  \[
  \frac{3\mathbf{U}_{m+1} - 4\mathbf{U}_m + \mathbf{U}_{m-1}}{2} = \delta \tau (\mathbf{D} - \lambda \mathbb{I})\mathbf{U}_{m+1} + \delta \tau \lambda \mathbb{I}(2\mathbf{U}_m - \mathbf{U}_{m-1})
  \] (24)

for \( 1 \leq m \leq M \) where \( \mathbf{D} \) is the differentiation matrix associated with the differential operator and \( \mathbb{I} \) is integral matrix corresponding to the integral operator. In [44,45] stability of these schemes has been studied. Also, for \( m = 1 \) the implicit Euler scheme is taken to avoid possible oscillations due to the non-smooth final value as the payoff function. In the following, we consider the stability analysis of implicit–explicit CNLF, CNAB and BDF-2 schemes derived from [46] for the linear test problem

\[ u'(\tau) = \nu_B u(\tau) + \nu_C u(\tau) \]

where \( \nu_B \) and \( \nu_C \) are the complex eigenvalues of the explicit and implicit part of the scheme, respectively. By using the spatial discretization presented in the previous section for differential and integral operators, then we obtain a semi-discrete linear system of ODEs

\[ \mathbf{u}'(\tau) = \mathbf{D}\mathbf{u}(\tau) + \mathbb{I}\mathbf{u}(\tau) - \lambda \mathbf{u}(\tau), \quad \tau \geq 0. \]

so, the following stability results are derived for the linear test problem.

**Proposition 1.** If \( \mathbb{I} \) is strictly positive, then for real and nonpositive eigenvalues of \( \mathbf{D} \) the CNLF scheme is conditionally stable for \( \lambda \delta \tau < 1 \).

**Proposition 2.** If \( \mathbb{I} \) is strictly positive, then for real and nonpositive eigenvalues of \( \mathbf{D} \) the CNAB scheme is conditionally stable for \( \lambda \delta \tau < \frac{1}{2} \).

**Proposition 3.** If \( \mathbb{I} \) is strictly positive, then for real and nonpositive eigenvalues of \( \mathbf{D} \) the BDF-2 scheme is conditionally stable for \( \lambda \delta \tau < \frac{2}{3} \).

Under Merton and Kou models \( \mathbb{I} \) is strictly positive for any quadrature with positive weights, so we have the following corollaries.

**Corollary 1.** If eigenvalues of \( \mathbf{D} \) are nonpositive, then the CNLF scheme is conditionally stable under Kou and Merton models for all \( \lambda \delta \tau < 1 \).
Corollary 2. If eigenvalues of \( D \) are nonpositive, then the CNAB scheme is conditionally stable under Kou and Merton models for all \( \lambda \delta \tau < \frac{1}{2} \).

Corollary 3. If eigenvalues of \( D \) are nonpositive, then the BDF-2 scheme is conditionally stable under Kou and Merton models for all \( \lambda \delta \tau < \frac{3}{2} \).

For RBF-PU discretization, we could not prove that eigenvalues of \( D \) are nonpositive or equivalently matrix \( D \) is an M-matrix which is known as a sufficient condition, so these are remain as the open problems, but in numerical experiments, we checked the nonpositivity of eigenvalues of \( D \) numerically for different presented discretization parameters, and derived that eigenvalues of \( D \) are nonpositive.

For American option, we use operator splitting method for solving LCP (7). The operator splitting method is introduced by Ikonen and Toivanen in [35] to evaluate the price of the American put option under the Black–Scholes model, and the method is studied by Toivanen in [47] under the Kou model. The operator splitting method is based on the formulation with an auxiliary variable \( \Lambda \) such that \( u_\tau(\tau, x) - (D - \lambda)u(\tau, x) - \lambda \mathcal{I}u(\tau, x) = \Lambda(\tau, x) \). Thus the LCP (7) for the American put option is reformulated as

\[
\begin{align*}
 & u_\tau(\tau, x) - (D - \lambda)u(\tau, x) - \lambda \mathcal{I}u(\tau, x) = \Lambda(\tau, x), \quad \Lambda(\tau, x) \geq 0, \\
 & u(\tau, x) \geq H(x), \\
 & \Lambda(\tau, x)(u(\tau, x) - H(x)) = 0
\end{align*}
\] (25)

Similar as the European put option, we apply the RBF-PU method for spatial discretization of differential and integral operators in \( N_c \) collocation points \( \{x_{min} = x_1 < x_2 < \cdots < x_{N_c} = x_{max}\} \), then corresponding differential and integral matrices \( D \) and \( \mathcal{I} \) are derived. To evaluate an American put option price, we have to solve for \( \mathbf{U}_m := [u(\tau_m, x_1), u(\tau_m, x_2), \ldots, u(\tau_m, x_{N_c})]^T \) (here \( \top \) means transpose) for \( 0 \leq m \leq M_\tau \) as a solution to the time stepping schemes

- **Crank–Nicolson, Leap-Frog (CNLF)**
  \[
  \frac{\tilde{U}_{m+1} - U_{m-1}}{2} - \left( \delta \tau (D - \lambda) \frac{\tilde{U}_{m+1} + U_{m-1}}{2} + \delta \tau \lambda \mathcal{I}U_m \right) = \delta \tau \Lambda_m, \\
  \Lambda_{m+1} = \Lambda_m + \frac{U_{m+1} - \tilde{U}_{m-1}}{2\delta \tau}, \\
  \Lambda_{m+1} \geq 0, \quad U_{m+1} \geq H, \quad (\Lambda_{m+1})^T(U_{m+1} - H) = 0
  \] (26)

- **Crank–Nicolson, Adams–Bashforth (CNAB)**
  \[
  \frac{\tilde{U}_{m+1} - U_m}{2} - \left( \delta \tau (D - \lambda) \frac{\tilde{U}_{m+1} + U_m}{2} + \delta \tau \lambda \mathcal{I}(3U_m - U_{m-1}) \right) = \delta \tau \Lambda_m, \\
  \Lambda_{m+1} = \Lambda_m + \frac{U_{m+1} - \tilde{U}_{m-1}}{2\delta \tau}, \\
  \Lambda_{m+1} \geq 0, \quad U_{m+1} \geq H, \quad (\Lambda_{m+1})^T(U_{m+1} - H) = 0
  \] (27)

- **Backward-difference formula of second order (BDF-2)**
  \[
  \frac{3\tilde{U}_{m+1} - 4U_m + U_{m-1}}{2} - \left( \delta \tau (D - \lambda) \tilde{U}_{m+1} + \delta \tau \lambda \mathcal{I}(2U_m - U_{m-1}) \right) = \delta \tau \Lambda_m, \\
  \Lambda_{m+1} = \Lambda_m + \frac{U_{m+1} - \tilde{U}_{m-1}}{2\delta \tau}, \\
  \Lambda_{m+1} \geq 0, \quad U_{m+1} \geq H, \quad (\Lambda_{m+1})^T(U_{m+1} - H) = 0
  \] (28)

where \( \tilde{U}_{m+1} \) is an intermediate solution vector, \( \Lambda_m := [\Lambda(\tau_m, x_1), \Lambda(\tau_m, x_2), \ldots, \Lambda(\tau_m, x_{N_c})]^T \) is the auxiliary function \( \Lambda(\tau, x) \) evaluated at the discretization points and \( H := [H(x_1), H(x_2), \ldots, H(x_{N_c})]^T \) with \( H(\cdot) \) is the payoff function.

Each time step is split into two parts. Starting from the initial vector \( \mathbf{U}_0 = \mathbf{H} \) and \( \Lambda_0 = \mathbf{0} \), first, the intermediate solution vector \( \mathbf{U}_{m+1} \) is solved from the modified system of linear equations

- **Crank–Nicolson, Leap-Frog (CNLF)**
  \[
  \frac{\tilde{U}_{m+1} - U_{m-1}}{2} - \left( \delta \tau (D - \lambda) \frac{\tilde{U}_{m+1} + U_{m-1}}{2} + \delta \tau \lambda \mathcal{I}U_m \right) = \delta \tau \Lambda_m,
  \]

- **Crank–Nicolson, Adams–Bashforth (CNAB)**
  \[
  \frac{\tilde{U}_{m+1} - U_m}{2} - \left( \delta \tau (D - \lambda) \frac{\tilde{U}_{m+1} + U_m}{2} + \delta \tau \lambda \mathcal{I}(3U_m - U_{m-1}) \right) = \delta \tau \Lambda_m,
  \]
The update step can be performed at each spatial grid point independently with the formulas to satisfy

\[ V \]

where \( C \) is a Corei3 processor. We will use the following measure for the error multi-quadric radial basis function on different experimental setups. All computations are carried in MATLAB with a 3.6 GHz Corei3 processor. We will use the following measure for the error in all experiments except Example 3.

\[ \text{Error} := \left| \frac{V(0,S) - V_{\text{ref}}(0,S)}{V_{\text{ref}}(0,S)} \right| \]

where \( V(0,S) \) is the approximated value and \( V_{\text{ref}}(0,S) \) is the reference value of option price. For European option under the Kou and Merton model, there exists an analytical closed form solution \([4,3]\), so \( V_{\text{ref}}(0,S) \) in the definition of Error refers to the exact solution, but for American option, analytical solution is not available, so \( V_{\text{ref}}(0,S) \) refers to the numerical solutions used in literature as reference value with high mesh refinement. The jump distribution parameters are not changed between experiments. For Kou’s model, the jump parameters are given by \( \alpha_1 = 3.0465, \alpha_2 = 3.0775 \) and \( p = 0.3445 \), and for Merton’s model are given by \( \mu = -0.9 \) and \( \gamma = 0.45 \) in all Examples except Example 3.

**Example 1.** In this example, we consider European put option under Kou and Merton model with the following parameters

\[ \sigma = 0.15, \quad r = 0.05, \quad T = 0.25, \quad K = 100, \quad \lambda = 0.1. \]

These parameters are adopted from \([20,48]\). The reference value for European put option under Kou model is 9.430457 at \( S = 90, 2.731259 \) at \( S = 100 \), and 0.552363 at \( S = 110 \). The reference values for European put option under Merton model are 9.285418 at \( S = 90, 3.149026 \) at \( S = 100 \), and 1.401186 at \( S = 110 \).

In this example, the computation interval is \( \Omega = [x_{\text{min}}, x_{\text{max}}] = [-4, 4] \), and numerical results including errors at different asset prices, cpu time in second and condition number of linear system of equations are shown in Tables 2 and 3 for different space \( N \) and time \( M \) steps and different time discretization schemes Crank–Nicolson, Leap-Frog (CNLF), Crank–Nicolson, Adams–Bashforth (CNAB) and Backward-difference formula of second order (BDF-2). Regarding the results presented in Table 2 of \([20]\), and Tables 7.1, 7.3 and 7.5 of \([48]\), it is easy to derive that RBF-PU method combined with CNLF, CNAB and BDF-2 are faster and accurate than methods developed in \([20,48]\). Also, the option value, Delta and Gamma as the Greeks are plotted in Fig. 1.

**Example 2.** In this example, we consider American put option under Kou and Merton model with the following parameters

\[ \sigma = 0.15, \quad r = 0.05, \quad T = 0.25, \quad K = 100, \quad \lambda = 0.1. \]

These parameters are adopted from \([49,47]\). The reference value \([49]\) for American put option under Kou model is 10.005071 at \( S = 90, 2.807879 \) at \( S = 100 \), and 0.561876 at \( S = 110 \). The reference values \([49]\) for American put option under Merton model are 10.003815 at \( S = 90, 3.241215 \) at \( S = 100 \), and 1.419796 at \( S = 110 \).

The computation interval is \( \Omega = [x_{\text{min}}, x_{\text{max}}] = [-4, 4] \), and numerical results including errors at different asset prices, cpu time in second and condition number of linear system of equations are shown in Tables 4 and 5 for different space \( N \) and time \( M \) steps and different time discretization schemes. Numerical results for American options by these parameters are presented in Tables 3 and 6 in \([49]\). By comparing results, it is clear that RBF-PU method with CNLF is accurate than the iterative method developed in \([49]\). Also, the option value, Delta and Gamma as the Greeks are plotted in Fig. 2.
Table 2  
Numerical results for European put option under the Kou model for Example 1.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_y$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time(s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>128</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>4.0e−4</td>
<td>2.74598655</td>
<td>5.4e−3</td>
<td>0.547914263</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>5.1e−8</td>
<td>2.731256352</td>
<td>9.7e−7</td>
<td>0.5523252997</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>128</td>
<td>3.9e−4</td>
<td>2.745841883</td>
<td>5.3e−3</td>
<td>0.547941939</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>6.0e−4</td>
<td>2.733134566</td>
<td>6.9e−4</td>
<td>0.5542258776</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>7.0e−7</td>
<td>2.731246184</td>
<td>4.7e−6</td>
<td>0.5523272883</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>128</td>
<td>3.9e−4</td>
<td>2.745841204</td>
<td>5.3e−3</td>
<td>0.547915764</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>6.1e−4</td>
<td>2.733140158</td>
<td>6.9e−4</td>
<td>0.554218938</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>5.3e−7</td>
<td>2.731247613</td>
<td>4.2e−6</td>
<td>0.552325540</td>
</tr>
</tbody>
</table>

Table 3  
Numerical results for European put option under the Merton model for Example 1.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_y$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time(s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>128</td>
<td>1.2e−3</td>
<td>3.162594916</td>
<td>4.3e−3</td>
<td>1.392284639</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>5.3e−4</td>
<td>3.150930743</td>
<td>6.0e−4</td>
<td>1.402503276</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>8.7e−7</td>
<td>3.149026452</td>
<td>1.4e−7</td>
<td>1.401149857</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>128</td>
<td>1.2e−3</td>
<td>3.162453523</td>
<td>4.3e−3</td>
<td>1.392287219</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>5.2e−4</td>
<td>3.150894921</td>
<td>5.9e−4</td>
<td>1.402504132</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>2.1e−6</td>
<td>3.149017251</td>
<td>2.8e−6</td>
<td>1.401150205</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>128</td>
<td>1.2e−3</td>
<td>3.162475554</td>
<td>4.3e−3</td>
<td>1.392266254</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>5.3e−4</td>
<td>3.15000321</td>
<td>5.9e−4</td>
<td>1.402498954</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>1.9e−6</td>
<td>3.149018788</td>
<td>2.3e−6</td>
<td>1.401148808</td>
</tr>
</tbody>
</table>

Table 4  
Numerical results for American put option under the Kou model for Example 2.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_y$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time(s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>128</td>
<td>2.5e−4</td>
<td>2.823742587</td>
<td>5.6e−3</td>
<td>0.557440105</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>3.9e−5</td>
<td>2.809225746</td>
<td>4.8e−4</td>
<td>0.563643337</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>3.8e−5</td>
<td>2.807848651</td>
<td>1.1e−5</td>
<td>0.561816040</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>128</td>
<td>1.9e−3</td>
<td>2.80926409</td>
<td>4.9e−4</td>
<td>0.557062996</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>9.3e−5</td>
<td>2.79307744</td>
<td>5.3e−3</td>
<td>0.5620876906</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>4.9e−4</td>
<td>2.78947936</td>
<td>6.5e−3</td>
<td>0.560382064</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>128</td>
<td>2.0e−3</td>
<td>2.80908344</td>
<td>4.3e−4</td>
<td>0.556943155</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>512</td>
<td>8.9e−5</td>
<td>2.792737034</td>
<td>5.4e−3</td>
<td>0.562068442</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
<td>4.9e−4</td>
<td>2.789427905</td>
<td>6.8e−3</td>
<td>0.560358254</td>
</tr>
</tbody>
</table>

Example 3. In this example, we price European put option under Kou model with the following parameters

$$\sigma = 0.2, \ T = 0, \ K = 1, \ \lambda = 0.2, \ \alpha_1 = 3, \ \alpha_2 = 2, \ p = 0.5.$$  

These parameters are adopted from [47]. The reference value for European put option under Kou model is 0.042647805 at $S = 1$. In this example the computation interval is $\Omega = [-x_{\text{min}}, x_{\text{max}}] = [-4, 4]$, and numerical results including errors at different asset prices, cpu time in second and condition number of linear system of equations are shown in the Table 6 for different space $N_y$ and time $M_x$ steps and different time discretization schemes. The numerical results are in accordance with those found in [47]. Also, the option value, Delta and Gamma as the Greeks are plotted in Fig. 3.
Example 4. In this Example, we price European put options under Kou model with the same parameters as in Example 1 except that the local volatility is given by the function

\[
\sigma(t, S) = 0.15 + 0.15(0.5 + 2t) \left( \frac{S}{100} - 1.2 \right)^2 \left( \frac{S}{100} + 1.44 \right).
\]

The reference value [47] for European put option under Kou model is 9.456392 at \( S = 90 \), 2.767587 at \( S = 100 \), and 0.561144 at \( S = 110 \). In this example the computation interval is \( \Omega = [x_{\min}, x_{\max}] = [-4, 4] \), and numerical results including errors at different asset prices, cpu time in second and condition number of linear system of equations are shown in Table 7 for different space \( N_x \) and time \( M_{\tau} \) steps and different time discretization schemes. Numerical results show that at the strike price \( S = K \), RBF-PU with CNLF is accurate than method of [47], but in points far from strike price results presented in [47] are efficient. Also, the option value, Delta and Gamma as the Greeks are plotted in Fig. 4.

Example 5. In this Example, for more discussion about accuracy and stability of RBF-PU method, we consider Merton model for European put option with large jump intensity. So, we price European put options under Merton model with the same parameters as in Example 1 except that the jump intensity \( \lambda \) is chosen to be 25 and 50.
Table 6
Numerical results for European put option under the Kou model for Example 3.

<table>
<thead>
<tr>
<th>$M_{\tau}$</th>
<th>$N_x$</th>
<th>$S$ = 1</th>
<th>Time (s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>CNLF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>128</td>
<td>0.04269837301</td>
<td>1.2e$^{-3}$</td>
<td>0.006</td>
</tr>
<tr>
<td>128</td>
<td>512</td>
<td>0.04264461463</td>
<td>7.5e$^{-5}$</td>
<td>0.040</td>
</tr>
<tr>
<td>256</td>
<td>1024</td>
<td>0.04264770688</td>
<td>2.4e$^{-6}$</td>
<td>0.286</td>
</tr>
<tr>
<td>CNAB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>128</td>
<td>0.04269630337</td>
<td>1.1e$^{-3}$</td>
<td>0.006</td>
</tr>
<tr>
<td>128</td>
<td>512</td>
<td>0.04264408798</td>
<td>8.7e$^{-5}$</td>
<td>0.040</td>
</tr>
<tr>
<td>256</td>
<td>1024</td>
<td>0.04264756838</td>
<td>5.5e$^{-6}$</td>
<td>0.276</td>
</tr>
<tr>
<td>BDF-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>128</td>
<td>0.04269649354</td>
<td>1.1e$^{-3}$</td>
<td>0.010</td>
</tr>
<tr>
<td>128</td>
<td>512</td>
<td>0.04264414022</td>
<td>8.6e$^{-5}$</td>
<td>0.056</td>
</tr>
<tr>
<td>256</td>
<td>1024</td>
<td>0.04264758172</td>
<td>5.2e$^{-6}$</td>
<td>0.356</td>
</tr>
</tbody>
</table>

The reference value [50] for $\lambda = 25$ is 66.07703584 at $S = 90$, 64.56736614 at $S = 100$, and 63.18682693 at $S = 110$, and for $\lambda = 50$ is 81.59880768 at $S = 90$, 80.78966717 at $S = 100$, and 80.03974097 at $S = 110$. In this example the computation interval is $\Omega = [x_{\text{min}}, x_{\text{max}}] = [-21, 21]$, and numerical results including errors at different asset prices, CPU time in second and condition number of linear system of equations are shown in Tables 8 and 9 for different space $N_x$ and time $M_{\tau}$ steps and different time discretization schemes.

Example 6. In this example, we price American put options under Kou and Merton models with parameters $\sigma = 0.1$, $r = 0.1$, $T = 1$, $K = 100$, $\lambda = 0.5$.

For numerical technique, we set $\Omega = [x_{\text{min}}, x_{\text{max}}] = [-4, 4]$. The reference values of the American put option under the Merton model are 19.948906 at $S = 90$, 18.246332 at $S = 100$ and 16.666925 at $S = 110$. The reference values of the
American put option under the Kou model are 10.698208 at $S = 90$, 6.417275 at $S = 100$ and 4.624099 at $S = 110$. These values can be found in [51]. Results are reported in Tables 10 and 11.

To discuss about convergence of the time discretization, we numerically investigate the behavior of the global temporal errors as a function of $\delta\tau$ which is defined by

$$\text{Temporal error} = \sqrt{\frac{1}{N_x} \sum_{j=1}^{N_x} \left( \frac{V^k(0, S_j) - V^{10000}(0, S_j)}{V^{10000}(0, S_j)} \right)^2}, \quad (29)$$

where $V^k$ is the numerical solution of European and American options at the spatial nodes $S_j \in \left( \frac{K}{2}, \frac{3K}{2} \right)$ after $k$ time steps, and $V^{10000}$ is the corresponding solution for $k = 10000$ used as an approximation for the exact solution. Figs. 5–7 display the global temporal errors versus $\delta\tau$ for CNLF, CNAB and BDF-2 schemes and for sequence of six increasing time steps $k$, namely 8, 16, 32, 64, 128, 256 and $N_x = 512$ spatial nodes for Examples 1–6.
As a first main observation, the global temporal errors decrease monotonically as $M_t$ increases or equivalently $\delta t$ decreases. Concerning the actual convergence behavior, it is easy to see from Figs. 5–7 that the temporal errors as a function of $\delta t$ are bounded from above in each case by $C(\delta t)^p$ with some moderate constants $C$ where $p \approx 2$ for more cases.

The accuracy of RBF methods highly depends upon the shape parameter $\epsilon$ of the basis functions, which is responsible for the flatness of the functions. For smooth problems, the best accuracy is typically achieved when $\epsilon$ is small, but then the condition number of the linear system becomes very large. In this part of the paper, we try to find the best compromise for the size of $\epsilon$ for our problem. Fig. 8 displays the dependence of the Error defined by

$$\text{Error} = \sqrt{\frac{1}{N_{\text{eval}}} \sum_{i=1}^{N_{\text{eval}}} \left( \frac{V(0, S_i) - V_{\text{ref}}(0, S_i)}{V_{\text{ref}}(0, S_i)} \right)^2},$$  \hspace{1cm} (30)$$
on the size of the shape parameter for the CNLF scheme and American and European options presented in Examples 1–6.

In this definition, $N_{\text{eval}}$ means number of evaluation points. In Example 3, $N_{\text{eval}} = 1$ and evaluation is performed at $S = 1$, and in all other examples $N_{\text{eval}} = 3$ and evaluation are performed at $S = 90, 100, 110$. Also, $V_{\text{ref}}$ is the reference value...
### Table 9
Numerical results for European put option under the Merton model with $\lambda = 50$ for Example 5.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_s$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time (s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>81.2690315</td>
<td>4.0e–3</td>
<td>80.3395912</td>
<td>5.6e–3</td>
<td>79.30881743</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>80.5666462</td>
<td>1.3e–2</td>
<td>80.9017254</td>
<td>1.4e–3</td>
<td>79.29764274</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>81.5569489</td>
<td>5.1e–4</td>
<td>80.8505427</td>
<td>7.5e–4</td>
<td>80.04428815</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>81.2527329</td>
<td>4.2e–3</td>
<td>80.32191224</td>
<td>5.8e–3</td>
<td>79.28992521</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>80.5613454</td>
<td>1.3e–2</td>
<td>80.89580517</td>
<td>1.3e–3</td>
<td>79.29148446</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>81.5555658</td>
<td>3.5e–4</td>
<td>80.84905509</td>
<td>7.3e–4</td>
<td>80.04270278</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>81.2708377</td>
<td>4.1e–3</td>
<td>80.34095988</td>
<td>5.5e–3</td>
<td>79.30983826</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>80.5639230</td>
<td>1.3e–2</td>
<td>80.8961484</td>
<td>1.3e–3</td>
<td>79.29443347</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>81.5562002</td>
<td>5.2e–4</td>
<td>80.84937873</td>
<td>7.4e–4</td>
<td>80.04342847</td>
</tr>
</tbody>
</table>

### Table 10
Numerical results for American put option under the Kou model for Example 6.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_s$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time (s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>10.64084579</td>
<td>5.4e–3</td>
<td>6.412075743</td>
<td>8.1e–4</td>
<td>4.593321237</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>10.69138383</td>
<td>6.4e–4</td>
<td>6.417126926</td>
<td>2.3e–5</td>
<td>4.625021498</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>10.69588043</td>
<td>2.2e–4</td>
<td>6.417371451</td>
<td>1.1e–5</td>
<td>4.624253797</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>10.12211356</td>
<td>5.4e–2</td>
<td>6.386864933</td>
<td>4.7e–3</td>
<td>4.585504179</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>10.39503274</td>
<td>2.8e–2</td>
<td>6.385103756</td>
<td>5.0e–3</td>
<td>4.618203872</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>10.35392468</td>
<td>3.2e–2</td>
<td>6.386614237</td>
<td>4.8e–3</td>
<td>4.617585966</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>10.12302279</td>
<td>5.4e–2</td>
<td>6.386563118</td>
<td>4.8e–3</td>
<td>4.58544356</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>10.39976975</td>
<td>1.8e–2</td>
<td>6.384092961</td>
<td>5.0e–3</td>
<td>4.61812649</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>10.36344012</td>
<td>3.1e–2</td>
<td>6.386560969</td>
<td>4.8e–3</td>
<td>4.61755460</td>
</tr>
</tbody>
</table>

### Table 11
Numerical results for American put option under the Merton model for Example 6.

<table>
<thead>
<tr>
<th>$M_x$</th>
<th>$N_s$</th>
<th>$S = 90$</th>
<th>$S = 100$</th>
<th>$S = 110$</th>
<th>Time (s)</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Price</td>
<td>Error</td>
<td>Price</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>CNLF</td>
<td>64</td>
<td>19.89116273</td>
<td>2.9e–3</td>
<td>18.21208449</td>
<td>1.9e–3</td>
<td>16.61800262</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>19.94640105</td>
<td>1.2e–4</td>
<td>18.24433217</td>
<td>1.1e–4</td>
<td>16.66528098</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>19.94894104</td>
<td>1.7e–6</td>
<td>18.24636221</td>
<td>1.6e–6</td>
<td>16.66695116</td>
</tr>
<tr>
<td>CNAB</td>
<td>64</td>
<td>19.99192112</td>
<td>2.1e–3</td>
<td>18.19828606</td>
<td>2.6e–3</td>
<td>16.60712916</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>19.90560885</td>
<td>2.2e–3</td>
<td>18.23087976</td>
<td>8.5e–4</td>
<td>16.64962592</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>19.90519493</td>
<td>2.2e–3</td>
<td>18.23464176</td>
<td>6.4e–4</td>
<td>16.65171553</td>
</tr>
<tr>
<td>BDF-2</td>
<td>64</td>
<td>19.99256264</td>
<td>2.2e–3</td>
<td>18.19807269</td>
<td>2.6e–3</td>
<td>16.60670145</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>19.90366105</td>
<td>2.3e–3</td>
<td>18.2375321</td>
<td>8.5e–4</td>
<td>16.64957617</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>19.90564461</td>
<td>2.2e–3</td>
<td>18.23462274</td>
<td>6.4e–4</td>
<td>16.65169651</td>
</tr>
</tbody>
</table>
Fig. 5. Temporal error vs. $\delta t$ for the CNLF, CNAB and BDF-2 schemes with $N_x = 512$ spatial nodes for Examples 1 and 2.

Fig. 6. Temporal error vs. $\delta t$ for the CNLF, CNAB and BDF-2 schemes with $N_x = 512$ spatial nodes for Examples 3 and 4.

presented in each example separately. According to Fig. 8, we choose $\epsilon = 10$ for the European and American option pricing experiments.

In the previous section, we presented some propositions and corollaries related to stability analysis of CNLF, CNAB and BDF-2 time discretizations schemes. Corollaries 1–3 guarantee the stability of CNLF, CNAB and BDF-2 schemes if all real eigenvalues of differentiation matrix $D$ corresponding to the differential operator $D$ are nonpositive. Figs. 9–11 show real part of the largest eigenvalue of matrix $D$ for different values of $h$ known as space step size and $\epsilon$ known as shape parameter of RBFs for different examples.
8. Conclusion

We proposed RBF-PU method to price American and European options under the jump–diffusion model. The free boundary problem formulated as a PDE was transformed into an LCP problem. The RBF-PU method was used for the spatial discretization. Then, CNLF, CNAB and BDF-2 time discretizations were combined with an operator splitting method. These
result in a linear algebraic system with a sparse matrix that has a small condition number. The shape parameter in the RBF affects the accuracy and stability of the method. Fig. 8 confirms that RBF-PU method is less sensitive to the change of shape parameter. The numerical experiments presented in tables confirm that CNLF time discretization performs slightly better and faster than CNAB and BDF-2 schemes. An increase of the number of nodal points and correspondingly an increase of the number of patches also leads to an improvement of the approximation. The effect of the time discretization is measured by studying the temporal error. For the American and European option cases where the CNLF, CNAB and BDF-2 schemes are combined with an operator splitting method, we conclude that the rate of convergence is of second order for more cases. The experiments also demonstrated that European and American option prices with error around $1.0e - 4$ can be computed in less than one second on a PC. Thus, the developed method is very efficient and accurate.
Fig. 11. Real part of the largest eigenvalue of matrix \( D \) vs. space step size \( h \) (left) and \( \epsilon \) (right) for Example 6.
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